
Conditional Excluded Middle without the Limit Assumption

Eric Swanson
ericsw@umich.edu

is is the penultimate version.
Please consult the official version in Philosophy and Phenomenological Research.

David Lewis and Robert Stalnaker have some sharp disagreements over how we
talk about modality. For example, Stalnaker endorses

e limit assumption for counterfactuals: “for every possible world i and non-
empty proposition A, there is at least one A-world minimally different from i.”
(S , ; see also P , –, H ,
and W .)

But Lewis famously objects that counterfactually supposing that a given line had been
more than an inch long will not yield an A-world minimally different from i. “Just as
there is no shortest possible length above 1′′,” he writes, “so there is no closest world
to ours among the worlds with lines more than an inch long” (a, –; see also
b, –).

Lewis and Stalnaker also agree about many features of our talk about modality.
is paper starts by exposing one subtle, easily overlooked area of agreement, be-
tween Stalnaker’s theory of counterfactuals and Lewis’s theory of counterparts. In
particular, I argue in § that despite his strenuous objections to the limit assump-
tion for counterfactuals, Lewis endorses an analogue of the limit assumption in his
counterpart theory. In § I transpose Lewis’s objection to the limit assumption for
counterfactuals into the key of counterparts. is helps clarify the debate over the
limit assumption: many theories go awry when analogues of the limit assumption are
violated, suggesting that we need a general treatment of violations of limit assump-
tions. In § I introduce such a treatment, which I call ordering supervaluationism, and
I apply it to limit violations in counterpart theory.

Although I use counterpart theory asmy point of departure, the limit assumption
for counterfactuals—“the principal vice of Stalnaker’s theory,” in Lewis’s estimation
(a, )—is my real focus here. e limit assumption for counterfactuals is im-
portant because it together with the uniqueness assumption—the assumption that
there is at most one A-world minimally different from i—secures the validity of
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Conditional excluded middle: Either ‘If it had been that φ, it would have been that
ψ’ is true or ‘If it had been that φ, it would have been that ¬ψ’ is true. (L
a, –)Ƭ

And the validity of conditional excludedmiddle is the “principal virtue” of Stalnaker’s
theory of counterfactuals (L a, ).

e limit and uniqueness assumptions are hey commitments. Stalnaker himself
says that the uniqueness assumption is “a grossly implausible assumption to make
about the kind of similarity relation we use to interpret conditionals” (, ). Be-
cause of this he deploys traditional supervaluationism as a post-semantic mechanism
to “reconcile the determinacy of abstract semantic theory with the indeterminacy of
realistic application” (). In particular, Stalnaker gets the supervalidity of condi-
tional excluded middle even when the uniqueness assumption is violated.

e limit assumption is not so easily handled in post-semantically: many philoso-
phers have observed that traditional supervaluationism does not help at all. In § I
explain how ordering supervaluationism does let us reconcile Stalnaker’s “abstract
semantic theory” with failures of the limit assumption. Because ordering supervalu-
ationism subsumes traditional supervaluationism as a special case, I am in effect ex-
tending Stalnaker’s approach so that Stalnakerians can handle both failures of unique-
ness and failures of the limit assumption. Ordering supervaluationism thus yields the
principle virtue of Stalnaker’s theory—conditional excluded middle—without its pu-
tative principal vice. Finally, in §, I put this approach to work in a related domain, by
showing how it can be used to improve some of the standard formulations of causal
decision theory.

. Counterparts and counterfactuals: Variations on a theme

On Lewis’s view, your counterparts are not you; they are people “youwould have been,
had the world been otherwise” (, ). Lewis deĕnes the counterpart relation as
follows:

…something has for counterparts at a given world those things existing
there that resemble in closely enough in important respects of intrin-
sic quality and extrinsic relations, and that resemble it no less closely
than do other things existing there. Ordinarily something will have one

ƬFor other perspectives on the costs and beneĕts of conditional excluded middle, see (e.g.) A
, T & G , S , C  and , F , G ,
B ,M, DR ,MD , B , H,
S , H , P & W , W  and forthcoming,
and H .





counterpart or none at a world, but ties in similarity may give it multiple
counterparts. (a, , italics in original)

In other words, in a given world w, an object is a counterpart of you if and only if it
meets both of the following conditions:

. it resembles you well enough;

. it resembles you best of the objects in w, where ‘best’ permits ties.ƭ

It will soon be important that, on Lewis’s deĕnition, any given counterpart of you
resembles you no less closely than anything else in that counterpart’s possible world.

Now consider Stalnaker’s theory of counterfactuals. Stalnaker holds that a coun-
terfactual “If A, then B” is a statement that targets “…a possible world in which A is
true, and which otherwise differs minimally from the actual world. [It] is true (false)
just in case B is true (false) in that possible world” (). ere are two signiĕcant
differences between these theories, abstracting away from their subject matter. First,
Lewis’s counterpart theory allows that an object may have more than one counter-
part in a given world, whereas Stalnaker’s official semantics for counterfactuals tar-
gets a unique counterfactual world, and so depends on supervaluationism to handle
the “indeterminacy of realistic application” (S , ).Ʈ Second, because
Lewis’s counterpart theory requires that an object’s counterparts resemble it “well
enough,” some objects have no counterparts at some worlds. Stalnaker, on the other
hand, holds that the selection function is total (, ). So whatever its antecedent,
a counterfactual statement targets some counterfactual world (or targets the “absurd
world” ()).

For present purposes the most important similarity between Lewis’s counterpart
theory and Stalnaker’s theory of counterfactuals is that they both presuppose that
there are objects/worlds that best resemble a given object/world. In Stalnaker’s case
this presupposition just is the limit assumption for counterfactuals. Again:

e limit assumption for counterfactuals: “for every possible world i and non-
empty proposition A, there is at least one A-world minimally different from i.”
(S , )

In Lewis’s case let us dub the relevant presupposition

ƭLewis’s ĕrst paper on counterpart theory () poses some interpretive challenges. Lewis does
not note any change in his views between  and , and I think it is fair to read him as having
this meaning in mind all along. is is the standard understanding in the literature. See, e.g., F
, ; H , ; J , ; H , ; and C , .

ƮFor further discussion see S & T ; L a, –;  F
; and S , –, .





e limit assumption for counterparts: for every object o with a counterpart in a
possible world w, there is at least one object in w minimally different from o.

Both Stalnaker and Lewis are committed to the well-deĕnedness of ‘minimally dif-
ferent,’ ‘most closely resembling,’ and the like. ey are just committed to their well-
deĕnedness with respect to different things. In Stalnaker’s case counterfactual worlds
are minimally different from the actual world (and, with appropriate shiing of the
world of evaluation, are minimally different from merely possible worlds). In Lewis’s
case counterparts are minimally different from actual objects (and, again with ap-
propriate shiing of the world of evaluation, are minimally different from merely
possible objects).

. Limit violations in counterpart theory

Lewis objects to the limit assumption for counterfactuals as follows (a, ; b,
). Consider a counterfactual with the antecedent “If line L had been more than an
inch long.” In some possible world—w1, let us say—there is a line very similar to L
that is 2 inches long. If there were no worlds in which a very similar line was shorter
than 2 inches long, then on Stalnaker’s theory the counterfactual would targetw1, and
the counterfactual would be true (false) just in case the counterfactual’s consequent
is true (false) in w1 (S , ). But of course there are inĕnitely many
possible worlds with very similar lines that get ever closer to being 1 inch long. For
example, considerw2, in which the very similar line is 1 1

2 inches long, orw3, in which
the very similar line is 1 1

4 inches long. ere are possible worlds in which the length
of the very similar line in that world gets as close as we like to 1 inch without ever
equalling 1 inch:

w1
w2
w3
w4
w5
w6
⋮ ⋮
@

Lewis concludes that Stalnaker has “no right to assume that there always are a small-
est antecedent-permitting sphere and, within it, a set of closest antecedent worlds”
(a, ). In other words, Lewis thinks Stalnaker is wrong to presuppose that there
are possible worlds in which the antecedent is true that differ “minimally” from the





actual world. For some antecedents, there will not be a minimal change from the ac-
tual world, because for any change making the antecedent true there is another that
is ‘more minimal.’

Lewis later steps back from this conclusion, in response to pressure from P-
 , H , and S , among others. In particular,
he allows that “some sort of coarse-graining”might allow us to “imitate the ĕnite case
by ignoring … respects of difference that make the possible worlds inĕnite in num-
ber” (b, ). (And Lewis himself is explicit that “some similarities …may count
for nothing”; they “may have zero weight” in the similarity ordering relevant to the
evaluation of a counterfactual (, ).) For example, it might be that theminiscule
differences between the lengths of the lines atw10100 , w10100+1, w10100+2, and so on sim-
ply don’t matter for purposes of evaluating counterfactuals. e relevant similarity
ordering would then ‘Ęatten out,’ so that some worlds with lines of different lengths
are treated as equally similar to the world of evaluation. Aer brieĘy discussing this
kind of strategy Lewis offers a fairly complicated example that poses problems for the
limit assumption “even if we stick to atomistic, all-or-nothing respect[s] of similarity
and difference” (b, ). In the end Lewis says that he considers coarse-graining
to be a “formal option,” but insists that it is “an open question” whether such a strat-
egy “can be built into an intuitively adequate analysis of counterfactuals.” He thinks it
is “best to remain neutral on the Limit Assumption” and to develop theories of coun-
terfactuals and modals that “do not need the Limit Assumption to work properly”
(b, ). At this point in the dialectic I simply want to follow Lewis. It is also
an open question whether coarse-graining “can be built into an intuitively adequate
analysis” of counterparts. So it is “best to remain neutral” on the limit assumption
for counterparts. Ordering supervaluationism gives us a way to do this.

As I argued in §, Lewis is not neutral with respect to the limit assumption for
counterparts; he is committed to the well-deĕnedness of a notion ofminimality in his
counterpart theory. To see how this gets him into trouble, consider a possible world
w that contains lines just like all those in the non-actual worlds represented above.

w
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If L has a counterpart in w, then Lewis is wrong—by his own lights—to hold that its
counterpart resembles the line “no less closely than do other things existing there”
(L a, ).

In principle Lewis could tollens my ponens here, by simply denying that L has
counterparts in w. But this strategy is extremely counterintuitive. w has no lack of
good candidates to be L’s counterpart—the problem is rather that it has a surfeit of
such candidates. For example, if the sequence of lines inw terminated at somepoint as
the lines come closer and closer to being 1 inch long, then the line at the termination
point would be L’s counterpart. Any of the lines in w would do perfectly well at being
L’s counterpart, if the sequence terminated in that line. It is very odd to think that
solely because an object has toomany good potential counterparts in a world, every de
re claim about how things are with the object at that world is semantically incomplete.
And intuitively, claims about how things would be with L had things been as they are
at w may be perfectly ĕne, and may be true or false. For example, it seems that if all
the relevant lines at w are red, then if things had been as they are at w, L would have
been red. If Lewis simply denies that L has counterparts in w, then he cannot explain
this judgment.

. Ordering supervaluationism

Perhaps Lewis would be willing to concede these costs in the interest of preserving
his otherwise elegant and fruitful counterpart theory.⁴ But as I now explain, there is
a more conservative tack: ordering supervaluationism lets us reconcile Lewis’s coun-
terpart theory with failures of the limit assumption for counterparts, just as it lets us
reconcile Stalnaker’s theory of counterfactuals with failures of the limit assumption
for counterfactuals. Ordering supervaluationism is not an ad hoc patch but a gener-
alization of traditional supervaluationism. We can deploy it both in cases that would
usually be thought to call for traditional supervaluationism—cases in which multiple
interpretations are equally good, and no interpretations are better than those—and
in cases in which for every interpretation of an expression, another is better. Such
cases are common enough that ordering supervaluationism has a broad range of ap-
plications (S b).

On the traditional supervaluationist picture, a sentence is supertrue iff it is true
on every admissible interpretation (M , –;  F ,
–; F , ). Ordering supervaluationism enriches traditional super-
valuationism as follows. Whether a sentence is ordering supertrue is a matter of an
ordering of interpretations and the sentence’s truth value relative to the ordered in-
terpretations.⁵ A sentence is ordering supertrue iff there is some bound on the set of

⁴For a nice sketch of Lewis’s cost/beneĕt approach, see his , –.
⁵roughout I follow commonusage among philosophers in using ‘order’ to refer towhat are, strictly





interpretations such that that sentence is true according to every interpretation that
is at least as good as that bound. Traditional supervaluationism is subsumed by or-
dering supervaluationism because if there are best interpretations, then a sentence
is ordering supertrue iff it is true according to all the best interpretations. In such a
case traditional supervaluationismwill treat the best interpretations as the admissible
interpretations.

Exactly what it is for one interpretation to be “best” or “better” than another or
“at least as good as” another depends on the domain to which we are applying or-
dering supervaluationism. Consider a Lewisian counterpart theorist using ordering
supervaluationism to help with violations of the limit assumption for counterparts.
Following S , each interpretation over which such a theorist superval-
uates treats a particular potential counterpart as if it were the unique counterpart at
the relevant world. For example, if world w has two potential counterparts of o that
resemble o equally well, then there are two interpretations of ‘o’s counterpart at w’:
one for each of the potential counterparts. Now suppose that we have two interpre-
tations of the de re modal claim

() Line L exhibits feature F at world w.

On interpretation a, () treats the 1 1
4 inch line as L’s counterpart. On interpretation

b, () treats the 1 1
8 inch line as L’s counterpart. In this case interpretation b is better

than interpretation a. More generally: interpretation i of a de re modal claim about
object o is better than interpretation i′ iff the potential counterpart of o targeted by i
better resembles o than the potential counterpart targeted by i′.

() is ordering supertrue iff there is some bound on the set of interpretations such
that () is true according to every interpretation at least as good as that bound. For
example, it is ordering supertrue that line L is red at world w if all the lines no longer
than the 1 1

4 inch long line (or the 1 1
8 inch long line, or the 1 1

16 inch long line, or …)
are red. More generally: a de re modal claim of the form

() Object o exhibits feature F at world w.

is ordering supertrue iff there is some bound on the set of potential counterparts of o
in w such that all the potential counterparts that resemble o at least as closely as the

speaking, preorders (see, e.g., L a, ). Preorders are reĘexive and transitive relations; math-
ematicians oen use ‘order’ to refer to antisymmetric preorders in particular.





potential counterparts in that bound are F.⁶
What is a “bound” on the set of interpretations of a sentence? If the ordering of

interpretations is total, then any given interpretation can serve as a bound on the set
of interpretations, because every interpretation is comparable to every other inter-
pretation. If the ordering of interpretations is merely partial, in virtue of there being
interpretations that are incomparable to each other, then it is less obvious what a
bound is. Nevertheless the differences between competing answers to this question,
discussed at length in S a, are not important for present purposes. We
can simply use standard order-theoretic objects called ‘cutsets’ as bounds on partially
ordered sets of interpretations. (A cutset of an order is a set that includes an element
from each maximal chain of that order. A chain is a totally ordered subset of an or-
der. A chain is maximal iff it is not a proper subset of any other chains.⁷) Intuitively,
a maximal chain of a given order is a maximally speciĕed ‘way of improving’ by the
lights of that order. And, again intuitively, a cutset provides a way to slice across a
partial order and thereby produce a subset of the order that represents each of the
possible ‘ways of improving’ in the order (S a).

Here is a toy example. Some possible world contains inĕnitely many potential
counterparts of me, all of which are smarter than I am, some of which are simply
more ‘street smart’ and some of which are simply more ‘book smart.’ Consider some
such world in which my potential counterparts come closer and closer to matching
my actual level of street smarts and book smarts. Suppose for sake of argument that
all the street smarter potential counterparts of me are incomparable (with respect to
which more closely resembles me) to all the book smarter counterparts of me.⁸ en
a bound on the ordering of interpretations of a de re sentence about how things are
withme at that world will have to include one interpretation of the sentence on which
my counterpart is street smarter than I am, and one interpretation of the sentence on
which my counterpart is book smarter than I am. Any pair of such interpretations

⁶is approach will yield the supervalidities associated with Stalnaker’s supervaluated counterpart
theory (, –). For example, the necessity of identity

∀x∀y(x = y → ◻x = y)

will be supervalid, but its inner necessitation

∀x∀y ◻ (x = y → ◻x = y)

will not be. anks to a referee for Philosophy and Phenomenological Research for posing questions about
the logic of ordering supervaluated counterpart theory.

⁷For a good introduction to the relevant order theory, see (e.g.) S .
⁸is sort of ‘street smarts’ and ‘book smarts’ example is traditional, but nothing turns on whether

it is good example of incomparability. For suggestive reasons to think that many natural language com-
paratives do not induce total orderings seeMC-G , –; K ; C
, ; and K .





would constitute a cutset in this case: one element would represent the street smarter
potential counterparts and the other element would represent the book smarter po-
tential counterparts. If all the potential counterparts that resemble me at least as
closely as the elements in such a cutset share some feature, then it will be ordering
supertrue that I have that feature in that world.

Here is a brief review of the dialectic. Lewis objects to the limit assumption for
counterfactuals. But Lewis is subject to an analogous objection to the limit assump-
tion for counterparts. Ordering supervaluationism gives Lewis a straightforward,
low-cost response to this tu quoque objection. And as I am about to argue, order-
ing supervaluationism also lets Stalnaker respond to Lewis’s objection to the limit
assumption for counterfactuals, while holding on to his original semantics for coun-
terfactuals.

. Ordering supervaluationism and counterfactuals

It will be helpful ĕrst to see why traditional supervaluationism doesn’t help with vi-
olations of limit assumptions. As I mentioned earlier, Stalnaker applies traditional
supervaluationism to handle failures of the uniqueness assumption.

When the uniqueness assumption fails to hold for a comparative similar-
ity relation among possible worlds, then the selection function in terms
of which conditionals are interpreted … is le underdetermined by that
relation. Many selection functions may be compatible with the compar-
ative similarity relation, and it would be arbitrary to choose one over the
others. (S , )

It is natural to apply traditional supervaluationism here because it is natural, when
we are confronted with underdetermination, to ask whether any ways of resolving
the underdetermination will produce results that differ signiĕcantly from the others
ways of resolving the underdetermination. If all the ways of resolving the underde-
termination would have what are, for our purposes, the same ĕnal results, then it is
safe to ignore the underdetermination and focus on those ĕnal results. is is the
guiding thought of traditional supervaluationism.

e guiding thought also contains the seed of the reason why traditional super-
valuationism does not help with limit assumption violations. In particular, when
there is a limit assumption violation there are really no ways of resolving the under-
determination, insofar as every potential way of resolving the underdetermination
is imperfect. at is, for any potential way of resolving the underdetermination, an-
other does better at resolving it. As Stalnaker puts the point,

…if the limit assumption were to fail, there would be too few candidates
to be the selection function rather than toomany. Any selection function





would be forced to choose worlds which were less similar to the actual
world than other eligible worlds. is is why the supervaluationmethod
does not provide a way to avoid making the limit assumption. (, ;
see also L a,  and S , .)

And note that to supervaluate over worlds that are less similar to the actual world than
other eligible worlds is in effect to use supervaluationism to emulate a strict semantics
for counterfactuals, with all the problems such semantics bring.⁹

e guiding thought of ordering supervaluationism, by contrast, is that if there
is some resolution of ‘good enough’ such that all the good enough ways of resolv-
ing some underdetermination have the same ĕnal results, then it is safe to ignore the
underdetermination and focus on those ĕnal results. e fact that the ‘resolutions’
are imperfect is mitigated by the fact that we ask not about all the imperfect resolu-
tions, but only about the resolutions that are good enough, again for some resolution
of ‘good enough.’ And to connect this intuitive motivation to the more formal char-
acterization I gave earlier: a bound on the ordering of interpretations represents a
resolution of ‘good enough.’ So one way to ask about imperfect interpretations that
are good enough is to ask about interpretations that are at least as good as the inter-
pretations in a suitably good bound, exactly as ordering supervaluationism does.

When we apply ordering supervaluationism to counterfactuals, we thereby re-
nounce the putative “vice” (L a, ) involved in using Stalnaker’s seman-
tics. e semantics has a selection function that yields, for each possible world i
and non-empty propositionA, exactly oneA-worldminimally different from i (S-
 , ). We then use ordering supervaluationism as a post-semantic mech-
anism to handle both failures of the uniqueness assumption and failures of the limit
assumption, just as Stalnaker uses traditional supervaluationism to handle failures
of the uniqueness assumption. One interpretation of given counterfactual will be
“better” than another, for purposes of ordering supervaluationism, iff the ĕrst in-
terpretation’s selection function yields a possible world that is closer to the world of
evaluation than the possible world yielded by second interpretation’s selection func-
tion. If the relevant ordering is total, then it is trivial to show that Stalnaker’s seman-
tics supplemented with ordering supervaluationism in the post-semantics emulates
Lewis’s original semantics for counterfactuals in the following sense: a counterfactual
is ordering supertrue given Stalnaker’s semantics iff it is true given Lewis’s original

⁹For inĘuential discussions of the problems see S , – and L a,
–. Recently  F  and G  have defended strict analyses of counterfactuals
but—tellingly—their approaches both make the limit assumption. It is hard to make sense of strict
analyses of counterfactuals without the limit assumption (or a substitute for it, like ordering super-
valuationism) because when the limit assumption fails it is hard to see how such analyses could avoid
quantifying over worlds that are irrelevant to the truth or falsity of the counterfactual.





semantics.Ƭ⁰
If we do not want to assume that the relevant ordering is total, then Stalnaker’s

semantics with ordering supervaluationism in the post-semantics can emulate the se-
mantics formodals and conditionals developed byAngelika Kratzer (, ) and
Frank Veltman (), and later adopted by Lewis (b). S a shows
that the Kratzer/Veltman semantics in effect uses maximal antichains as bounds on
the orders relative to which modals and counterfactuals are evaluated. (An antichain
of an order is a set of elements each of which is incomparable to the others. An an-
tichain is maximal iff it is not a proper subset of any other antichains.) To emulate
the Kratzer/Veltman semantics with ordering supervaluationism, then, we too need
to use maximal antichains as bounds. If we do this, then a counterfactual is ordering
supertrue given Stalnaker’s semantics iff it is true given the Kratzer/Veltman seman-
tics. Because the Kratzer/Veltman semantics can make counterintuitive predictions
when there are inĕnitely many incomparabilities between worlds, we might prefer to
return to the view of bounds that I sketched earlier, on which they are cutsets. e
total theory would then emulate the revised ordering semantics for counterfactuals
laid out in S a: a counterfactual is ordering supertrue given Stalnaker’s
semantics iff it is true given Swanson’s semantics. Either way a counterfactual will be
ordering supertrue iff there is some bound on the relevant order such that the coun-
terfactual is true according to every interpretation that is at least as good as one of the
interpretations in the bound.

Now let us turn to the logic of counterfactuals. In his defense of conditional ex-
cluded middle, Stalnaker deploys traditional supervaluationism to handle cases in
which “the selection functions that are actually used inmaking and interpreting coun-
terfactual conditional statements correspond to orderings of possible worlds that ad-
mit ties and incomparabilities” (S , ). is is in part because

…in the conditional logic C (the logic of the theory I am defending),
the principle of conditional excluded middle, (A ◻→ B) ∨ (A ◻→ ¬B),
remains valid when supervaluations are added, even though there may
be cases where neither (A ◻→ B) nor (A ◻→ ¬B) is [super]true. It may
be that neither disjunct is made true by every arbitrary extension of a
given partial interpretation, but it will always be that each arbitrary ex-
tension makes true one disjunct or the other. (, –)ƬƬ

Ƭ⁰On the assumption that the ordering is total see L , ; a, –, –, and
–; and b,  and –. For early skepticism about the plausibility of this assumption see
T , –.

ƬƬe strategy of using supervaluations to handle failures of the uniqueness assumption was ĕrst
articulated in print by S & T , –. (See also L a, –; b,
–; and a, ; and  F .) One aspect of the technique that Stalnaker sketches
here—handling partial orders by supervaluating over their total extensions—goes awrywhen the partial





Stalnaker then draws an analogy between conditional excluded middle and ordinary
excluded middle. By the supervaluationist’s lights, the following are all jointly con-
sistent:

. it is not supertrue that a given color patch is yellow (since it does not count as
yellow on some admissible interpretations of ‘yellow’);

. it is not supertrue that the color patch is not yellow (since it does not count as
not yellow on some admissible interpretations of ‘yellow’);

. it is supertrue that the color patch is either yellow or not yellow (since it counts
as either yellow or not yellow on every admissible interpretation of ‘yellow’).

As Stalnaker puts it,

e theory of supervaluations, applied to this logic of conditionals, gives
the principle of conditional excluded middle the same status as it gives
the simple principle of excluded middle. (B ∨ ¬B) is logically true [i.e.,
it is supertrue] even though sometimes neither B nor ¬B is true. ()

In short, the ‘supervalidities’ just are the validities relative to all the admissible in-
terpretations. us a supervaluationist can get the supervalidity of (conditional) ex-
cluded middle without having to endorse (conditional) bivalence.

Analogous reasoning applies with ordering supervaluationism. A sentence that
is true according to every interpretation will be ordering supertrue, because for any
bound the sentence will be true according to all the interpretations that are at least
as good as the interpretations in that bound. So validities according to every in-
terpretation will be ordering supervalidities. In particular, whether or not the limit
assumption holds, conditional excluded middle will be ordering supervalid.

. Causal decision theory without the limit assumption

In a  letter to Lewis, Stalnaker sketches a causal decision theory as follows:

…if P is a probability distribution, and if for any A and B, PB(A) =
P(B ◻→ A), then PB is a probability distribution too … . What it is good
for … is deliberation—the calculation of expected utilities.

Let S1, . . . , Sn be an exhaustive set of mutually exclusive proposi-
tions characterizing the alternative possible outcomes of some contem-
plated action. Let A be the proposition that I perform the action. My

order involves inĕnitely many incomparabilities. S b explains how ordering supervalua-
tionism treats such cases successfully.





suggestion is that expected utility should be deĕned as follows: u(A) =
P(A ◻→ S1)×u(S1)+ ⋅ ⋅ ⋅ +P(A ◻→ Sn)×u(Sn). (S , )

is decision theory presupposes that conditional excluded middle is valid (see also
L a, ). As Jim Joyce puts it, “e Stalnaker formulamakes no sense with-
out Conditional ExcludedMiddle since the function P(A ◻→ ●) is not additive unless
¬(A ◻→ E) and A ◻→ ¬E are equivalent” (, ; see also L , –).
To spell this out a bit: Stalnaker’s PBs are not guaranteed to be probability distri-
butions unless conditional excluded middle is valid, and if they are not probability
distributions, Stalnaker’s derivation of expected utility will lead us astray.

For example, suppose that theAworlds alternate betweenA∧Sworlds andA∧¬S
worlds, as they more and more closely resemble the world of evaluation, and suppose
that the A worlds do not ever culminate in a world that most closely resembles the
world of evaluation. en A ◻→ S and A ◻→ ¬S are both false, on Lewis’s seman-
tics. Suppose that the deliberating agent believes that A ◻→ S and A ◻→ ¬S are both
false. In particular, P(A ◻→ S) = 0 and P(A ◻→ ¬S) = 0. Suppose also that u(S) >
u(¬S) > 0. Intuitively, it should be that u(A) > 0: aer all, P(A ◻→(S ∨ ¬S)) = 1,
and u(S ∨ ¬S) > 0. But Stalnaker’s formula would have the counterintuitive result
that u(A) = 0, relative to the partition {S, ¬S}, because Stalnaker’s formula would
sum the product of u(S) and 0 and the product of u(¬S) and 0.

Given the conventional wisdom that without the limit assumption we lose the
validity of conditional excludedmiddle, it is no surprise to see Allan Gibbard and Bill
Harper Ęeshing out Stalnaker’s sketch with the following caveat: “we have imposed
the Stalnaker-like constraint that there is a unique world Wa which would eventuate
from performing a at t” (, ). ey go on to conjecture that “In circumstances
where these assumptions break down, it would seem to us that using conditionals
to compute expected utility is inappropriate. A more general approach is needed to
handle such cases” ().

On the contrary, with the help of ordering supervaluationism we can use condi-
tionals to compute expected utility even when the “Stalnaker-like constraint” is not
met.Ƭƭ ere are many ways in which one might deploy ordering supervaluationism
here. e following is very straightforward: do not ask about the value of u(A) di-
rectly; rather, ask which claims about the value of u(A) are ordering supertrue. If the
limit and uniqueness assumptions for counterfactuals are satisĕed, then these ques-
tions obviously will get the same answers. But suppose the limit assumption is not

ƬƭSome philosophers argue that the Stalnaker-like constraint might fail in a special way because of
indeterminacy or objective chance in the world. Lewis, for example, writes that “If the world is the
chancyway Imostly think it is, there’s nothing at all arbitrary or indeterminate about the counterfactuals
in the full patterns [of causal dependence]. ey are Ęatly, determinately false” (a, ; see also
H & H , J , and H ). To keep my project in this paper tractable, I
bracket the issues raised by this kind of indeterminacy.





satisĕed. en the post-semantics looks at claims about the value of u(A) relative to
interpretations of the various ‘A ◻→ Sx’ counterfactuals that treat antecedent worlds
closer and closer to the world of evaluation as the world yielded by the counterfac-
tual’s selection function. As before, a claim about the value of u(A) will be ordering
supertrue iff there is some bound B on interpretations of that claimwith the following
property: the claim is true according to all the interpretations the selection functions
of which yield worlds at least as close to the world of evaluation as do the interpreta-
tions in B.

It will be worth considering a few different examples. e ĕrst two involve simi-
larity orderings that are total; the third generalizes to a merely partial order. In each
example we suppose that the limit assumption is violated: for every A world, an-
other better resembles the actual world. Without ordering supervaluationism, the
Stalnaker semantics cannot handle a counterfactual with A as its antecedent, so Stal-
naker’s deĕnition of expected utility will crash. But with ordering supervaluationism,
we get intuitively plausible results.

Example 

In addition to supposing that for every A world, another better resembles the actual
world, suppose that all the A worlds are S worlds, and suppose that the deliberat-
ing agent knows all this. en treating any given A world as the image of the world
of evaluation under the selection function will make ‘A ◻→ S’ true, and will make
‘P(A ◻→ S) = 1’ true. So ‘A ◻→ S’ and ‘P(A ◻→ S) = 1’ will both be ordering su-
pertrue. Moreover, suppose that u(S) = 10 and u(¬S) = 2. en relative to the
partition {S, ¬S}, treating any given A world as the image of the world of evaluation
under the selection function will yield

u(A) = P(A ◻→ S) × u(S) + P(A ◻→ ¬S) × u(¬S)
= 1 × 10 + 0 × 2
= 10

So ‘u(A) = 10’ will be ordering supertrue.

Example 

Return to the example on which the A worlds alternate between A ∧ S worlds and
A ∧ ¬S worlds as they more and more closely resemble the world of evaluation, and
u(S) > 0 and u(¬S) > 0. In particular, suppose that u(S) = 10 and u(¬S) = 2.
Suppose that the deliberating agent knows all this. en treating any given A world
as the image of the world of evaluation under the selection function will either make





‘A ◻→ S’ and ‘P(A ◻→ S) = 1’ true or make ‘A ◻→ ¬S’ and ‘P(A ◻→ ¬S) = 1’ true. So
treating any givenAworld as the image of the world of evaluation under the selection
function will either yield

u(A) = P(A ◻→ S) × u(S) + P(A ◻→ ¬S) × u(¬S)
= 1 × 10 + 0 × 2
= 10

or yield

u(A) = P(A ◻→ S) × u(S) + P(A ◻→ ¬S) × u(¬S)
= 0 × 10 + 1 × 2
= 2

So treating any given A world as the image of the world of evaluation under the se-
lection function will yield

P(A ◻→ S) × u(S) + P(A ◻→ ¬S) × u(¬S) ∈ {2, 10}

So this will be ordering supertrue, and thus ‘u(A) ∈ {2, 10}’ will be ordering su-
pertrue. Despite its imprecision, this kind of verdict can oen be helpful in decision
making.ƬƮ

Example 

In addition to supposing that for every A world, another better resembles the actual
world, suppose that the similarity ordering of the A worlds is merely partial: the B
worlds and the ¬B worlds are incomparable with respect to their similarity to the
actual world. Suppose that the values of u(A) treating particular worlds (represented
as solid dots) as the image of the world of evaluation under the selection function are
as below.Ƭ⁴

ƬƮNote that in this example—unlike example —all we can say about the value of P(A ◻→ S) is that

P(A ◻→ S) ∈ {0, 1}

is ordering supertrue. is is meager guidance for decision making. So this example illustrates the
importance of applying ordering supervaluationism to claims about the value of u(A). Applying order-
ing supervaluationism to claims about the value of P(A ◻→ S) and calculating u(A) on the basis of the
result gives the wrong results in cases like this one.

Ƭ⁴Here is one way to get such values. e A∧ Bworlds are ordered by the positive integers: (A∧ B)1,
(A∧B)2, (A∧B)3, . . . . eA∧¬Bworlds are ordered by the negative integers: (A∧¬B)−1, (A∧¬B)−2,
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u(A) = 2.75

u(A) = 2.50

u(A) = 2.00

u(A) = 1.00

u(A) = 2.25

u(A) = 2.00

u(A) = 1.50

u(A) = 0.50
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In this example, as in example , we clearly do not want to say that it is ordering
supertrue that u(A) is equal to any particular value. Nevertheless we can say (for
example) that it is ordering supertrue that 2.25 ≤ u(A) < 3, because that sentence
is true from some bound on up. For example, it remains true as we proceed closer
to the actual world from the lower bound consisting of the A ∧ B world relative to
which u(A) = 2.50 and the A ∧ ¬B world relative to which u(A) = 2.25. Again, even
imprecise verdicts like this one can oen be helpful in decision making.

. Conclusion

Despite their disagreements over the limit assumption for counterfactuals, Lewis and
Stalnaker are both committed to limit assumptions. I argued that Lewis should save
his theory by appealing to ordering supervaluationism—but then, so too should Stal-
naker. For Stalnaker, the use of ordering supervaluationism as a post-semanticmech-
anism to handle violations of the limit assumption for counterfactuals naturally ex-
tends his use of traditional supervaluationism as a post-semantic mechanism to han-
dle violations of the uniqueness assumption. e total picture of counterfactuals
that results is one that blends attractive features of Stalnakerian accounts and at-
tractive features of Lewisian accounts. In particular, we get the ordering supervalid-
ity of conditional excluded middle—and an attractively simple causal decision the-
ory—without having to commit ourselves to either the uniqueness assumption or the
limit assumption.

(A ∧ ¬B)−3, . . . . e greater the absolute value of a world’s associated integer, the closer the world is
to the actual world. e outcomes {S1, S−1, S2, S−2, S3, S−3 . . . } are such that {(A ∧ B)n} ◻→ Sn, and
the deliberating agent knows this. u(S1) = 1.00, u(S2) = 2.00, u(S3) = 2.50, u(S4) = 2.75, . . . ; and
u(S−1) = 0.50, u(S−2) = 1.50, u(S−3) = 2.00, u(S−4) = 2.25, . . . .
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